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Abstract

For millennia, people have used “averted vision” to improve their detection of faint celestial 

objects, a technique first documented around 325 BCE. Yet, no studies have assessed gaze location 

during averted vision to determine what pattern best facilitates perception. Here, we characterized 

averted vision while recording eye-positions of dark-adapted human participants, for the first time. 

We simulated stars of apparent magnitudes 3.3 and 3.5, matching their brightness to Megrez (the 

dimmest star in the Big Dipper) and Tau Ceti. Participants indicated whether each star was visible 

from a series of fixation locations, providing a comprehensive map of detection performance 

in all directions. Contrary to prior predictions, maximum detection was first achieved at ~8° 

from the star, much closer to the fovea than expected from rod-cone distributions alone. These 

findings challenge the assumption of optimal detection at the rod density peak and provide the first 

systematic assessment of an age-old facet of human vision.
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For over 2,000 years, stargazers have used “averted vision” to improve their detection of celestial 

objects. We tracked eye position during averted vision to determine the gaze patterns that produce 

optimal star detection, for the first time. Detectability was highest at ~8–14° from the star, contrary 

to prior predictions that peak star detection should overlap with the peak of retinal rod density.
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Introduction

Human attention, eye movements, and perception are so tightly linked that we almost always 

attend to our gaze location—a relationship so consistent that deviations from it can be 

used to characterize neurological disease (Alexander, Macknik, & Martinez-Conde, 2018; 

Ciuffreda & Tannen, 1995; Subramanian, Jost, & Birch, 2013). Because our visual acuity is 

highest in the fovea, we usually attain the greatest amount of information about a stimulus 

by looking directly at it. Night vision, however, operates under different principles, due to 

being mediated by rods rather than cones. Because rods are absent from the fovea, looking 

directly at a stimulus is not the most adaptive way to gain information in the dark.

Around 325 BC, Aristotle wrote that gazing indirectly at one of the stars in the Great Dog 

constellation allows the viewer to see it more clearly than looking straight at it (Aristotle, 

325 BCE). This indirect viewing technique, known as averted vision, has remained in use 

among stargazers for over 2,000 years, as a means to improve one’s naked-eye detection of 

faint celestial objects. The presumed reason for averted vision’s superiority in night-vision 
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conditions is that rod density is highest at an eccentricity of ~20°–25° of visual angle away 

from the fovea (20° temporal retina and 25° nasal retina (Wells-Gray et al., 2016)). Looking 

at a star from such an eccentricity should result in its light falling on the highest number 

of rods. However, no previous studies systematically assessed gaze location during averted 

vision. Thus, the above hypothesis and explanation have not been challenged.

Indeed, the precise viewing pattern that best facilitates perception during averted vision has 

never been ascertained, with different authors advising viewing distances ranging from 2° 

to 30° so as to maximize night-time detection (Astronomical Society of the Pacific, 2008; 

Azevedo & Mann, 2016; Barrett, 1977; Hallett, 1998; Miller & Tredici, 1992; Mobberley, 

2009, p. 198). It follows that optimal star detection could be driven by a variety of 

factors, including a) rod density distribution, b) rod convergence with ganglion cells at 

different eccentricities, and c) neuronal densities in the downstream retinal circuit for rod 

photoreceptors, among others. The first two possibilities would predict peak star detection 

at ~20°–25° (Goodchild, Ghosh, & Martin, 1996; Riopelle & Chow, 1953), though the third 

one would do so at 2°–7° (Lee et al., 2019).

Here, we characterized averted vision while recording the eye positions of dark-adapted 

human participants with high precision, for the first time.

We used a CRT monitor in combination with various neutral density filters to create 

centrally-placed dim simulated stars of apparent magnitudes 3.3 and 3.5, which made their 

respective brightness equivalent to those of Megrez (Delta Ursae Majoris; the dimmest of 

the seven stars in the Big Dipper) and Tau Ceti (the second closest spectral class G star 

to the Sun, after Alpha Centauri A). After a dark-adaptation period, human participants 

made eye movements to a series of fixation targets at different positions on the screen and 

indicated whether the star was visible from each fixation location. This provided us with a 

comprehensive map of detection performance in all directions surrounding the star, up to 

32.5° of horizontal eccentricity and 20.25° of vertical eccentricity from the star’s position at 

the center of the screen.

If rod distribution was the sole predictor of performance, as previously assumed by 

most, peak detection should have occurred ~20°–25° away from the star. Contrary to this 

prediction, we found that participants first achieved peak detection performance at ~8° from 

the star; that is, much closer to the fovea than expected from photoreceptor distributions 

alone—or from rod convergence with ganglion cells. Instead, peak perceptual performance 

from averted vision may result from neuronal density in the downstream retinal circuit for 

rod photoreceptors (Lee, Martin, & Grünert, 2019) or from the delicate interplay between 

retinal eccentricity, photoreceptor density, and receptive field size.

These findings solve a historical perceptual puzzle, while challenging the assumption of 

optimal nighttime detection at the peak of the rod density distribution. Our conclusions 

have implications for patients suffering from night-vision disorders such nyctalopia (night 

blindness), as well as from conditions that impair central vision, such as macular 

degeneration.
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Methods

Participants

Data were collected from 12 participants (8 naive; 8 female; 10 right-handed) in Experiment 

1, and from 14 participants (8 naive; 9 female; 14 right-handed) in Experiment 2. 

All participants reported normal or corrected-to-normal vision. Data from 2 additional 

participants in Experiment 1 were collected but excluded from further analysis due to trial 

failure in >50% of the trials. Data from 2 additional participants in Experiment 2 were 

collected but excluded from analysis due to those participants achieving less than 75% 

accuracy at all distances. Participants received $15 for their participation and were debriefed 

after the experiments. The experiments were undertaken with the understanding and written 

consent of each subject, and the study conforms with the World Medical Association 

Declaration of Helsinki (2013). The procedures were carried out under the guidelines and 

approval of the SUNY Downstate Institutional Review Board (protocol number 690152).

Apparatus

Human participants rested their head on a chin rest. Gaze position was sampled at 500 Hz 

and recorded noninvasively in both eyes, using an EyeLink® 1000+ eye-tracker.

Three neutral density filters, made from tinted lucite of approximately −0.2, −0.6, and 

−1.1 log units, were placed in front of a linearized Barco CID 421 monitor. A frame was 

assembled around the filters such that no light from the monitor was visible except through 

the filters. This frame covered the bottom 1 cm of the screen, without affecting any of the 

visual stimuli presented. The monitor was set to a 1024×768 screen resolution and a 100 Hz 

refresh rate.

The horizontal range from the center of the display was 20.5° for Experiment 1 and 32.5° 

for Experiment 2; the vertical range was 15° for Experiment 1 and 20.25° for Experiment 

2. To increase the horizontal and vertical ranges in Experiment 2, we decreased the distance 

between the monitor and the participant. Thus, the distance between the monitor and the 

participant was 53.0 cm in Experiment 1, and 31.5 cm in Experiment 2.

To allow for proper gaze calibration in Experiment 2, we placed a hot mirror (450 × 375 mm 

× 3.3 mm) between the monitor and the participant. The hot mirror was positioned at a 38° 

angle, such that the participant could see the monitor, and the infrared illumination from the 

eye tracker (now placed off to the side of the setup) reflected off the hot mirror to reach the 

participant’s eyes.

Star simulation

We created a simulated star by displaying a pixel-sized dot on the CRT monitor through 

the above-mentioned set of neutral-density filters, to reduce its brightness. Post-filtering, 

the simulated star’s resulting brightness was equivalent to that of a star of 3.3 apparent 

magnitude in Experiment 1, and a star of 3.5 apparent magnitude in Experiment 2 (Dufay 

& Gingerich, 2012), as per the calculations below. Correspondingly, the simulated star 

brightness was lower in Experiment 2 than in Experiment 1. Testing a dimmer simulated 
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star in Experiment 2 allowed us to gain insight into how changes in the brightness of a 

test stimulus might affect the dynamics of averted vision. We identified the astronomical 

magnitude of the simulated stars in both experiments in the following way:

We used a spectrometer (Ocean Optics USB 2000+) with a bare optical fiber (no attached 

lenses) to measure the spectral irradiance at each wavelength of the simulated star stimulus 

(without neutral density filters, at an arbitrary brightness selected during piloting). The 

spectrometer’s software (OceanView 1.5.2, Ocean Optics) subtracted out background light 

from other detected sources, including the black background that surrounded the simulated 

star on the monitor. We then used a Gaussian filter to compute a weighted sum over the 

visible spectrum and to de-weight measurements towards the edge of the visual spectrum. 

Specifically, we used a Gaussian centered on 551 nm, with a full width half max of 88 nm 

and a maximum value of 1 (at the center of the Gaussian), to weight the spectral irradiance 

at each frequency (per nm) (Binney & Merrifield, 1998). Next, we computed the area under 

the curve of the weighted irradiance, to obtain the total irradiance of the simulated star 

(Binney & Merrifield, 1998).

We then calculated φH, the radiant flux through the pupil of a participant viewing the 

simulated star stimulus on the monitor. This was accomplished using the following equation 

to adjust for the difference in size between the recording surface from the spectrometer 

and the size of the human pupil, as well as for the difference in distances between the 

spectrometer and the stimulus during measurement, and between the participant and the 

stimulus during the experimental session (see Stimulus Generation section, below, for the 

derivation of this equation):

φH = dS/dH
2 ES π rH2

Where dS is the distance between the optical fiber of the spectrometer and the stimulus 

during the recording (1 cm), and dH is the distance between participant and stimulus during 

the experimental session (53.0 cm for Experiment 1, and 31.5 cm for Experiment 2). ES 

is acquired from the spectrometer recordings and denotes the irradiance (in microwatts per 

square centimeter) of light from the simulated star on the receiving area of the optical fiber 

of the spectrometer. ΠrH
2 is the area of the human pupil; we estimated r as 0.35 cm for the 

purpose of these calculations. We then adjusted for the fact that we would be using neutral 

density filters to reduce the irradiance during the actual experiments, by multiplying the 

radiant flux by 10−1.9.

To determine the apparent magnitude of a star which matched that radiant flux through the 

pupil, we entered the radiant flux (now converted to watts) into the following equation:

Lstar/Lsun /lightyearsAway2 = 4 * π * lightyear2 * pupilPower/ pupilArea * sunPower

We derived this equation by computing the proportion of the radiant flux of a star in all 

directions that passes through the participant’s eye, multiplying the flux by the ratio of the 

area of the human pupil to the surface area of a sphere centered at the star.
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Then, we determined the star magnitude by directly comparing the properties of the star 

stimulus ([Lstar/Lsun]/lightyearsAway2) with the known properties of the Earth’s Sun. Thus, 

to get the star magnitude, we used the following formula (Binney & Merrifield, 1998):

StarMagnitude = SunMagnitude − 2.5 * log10 Lstar/Lsun / lightyearsAwaySun/lightyearsAwayStar 2

Where the constant SunMagnitude is −26.73 and lightyearsAwaySUN is 1.58*10−5. The 

resulting values provided apparent magnitudes approximating those of real stars (Megrez—

Delta Ursae Majoris in Experiment 1, and Tau Ceti in Experiment 2). Thus, the simulated 

stars displayed during the experiments had comparable perceptual brightness to that of 

observable stars in the night sky.

Stimulus Generation

The methods described here determine the R,G,B color values for a pixel on a CRT monitor, 

which (after filtering) equal the perceived brightness of a star that is faintly visible to the 

naked eye. This process requires finding a correspondence between suitable (R,G,B) values 

of screen pixel values, combined with an attenuation factor of filters applied to the display 

screen to reduce its brightness, and making irradiance measurements with a spectrometer. 

The output of this procedure is the apparent (i.e. astronomical) magnitude of the simulated 

star. The same sequence of steps can be followed with different pixel values and/or different 

filters to simulate stars of different apparent magnitudes. An intermediate quantity in the 

above calculation is the power (in microwatts) that the simulated star transmits through the 

pupil of the human eye, which we describe as follows.

Conversions, Computing Microwatts Entering the Pupil from Spectrometer Output, and 
Irradiance of the Star

We used an Ocean Optics USB 2000+ to produce spectral data containing the measurement 

of spectral irradiance from the center star on the computer screen at each wavelength in the 

visible spectrum, in units of microwatts per square centimeter per nanometer of wavelength 

(for the pixel brightness value being measured). We used the measurements of spectral 

irradiance output from the spectrometer to calculate the number of microwatts entering the 

human pupil, as a function of the spectral data and the filter attenuation factor. Because the 

Ocean Optics spectrometer was unable to provide reliable measurements of the light source 

with the neutral density filters in place, we did not use the neutral density filters when using 

the spectrometer, but multiplied the measured flux by the filter attenuation factor (10−1.9, 

representing the combined effect of the three 10−0.2, 10−0.6, and 10−1.1 neutral density filters 

used during the experiments). We also adjusted for the ratio of the surface area where the 

pupil absorbs light energy to the corresponding available area for the spectrometer (the 

surface area of the bare filter). This conversion implements one of the mappings shown in 

Figure 1.

We computed the irradiance over the visual spectrum by taking a weighted sum of the 

spectral irradiance (per nm) at each of wavelengths in 400 to 700 nm spectrum multiplied by 

the width in nm for each value of spectral irradiance.
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f x = e−b x − x0
2

(1)

Where the weighting factor f(x) for wavelength x is a Gaussian with maximum value 1 at x 

= x0 (the midpoint for the wavelengths) and a specified value for the dispersion determined 

by the FWHM (full width half max). We used values of x0 = 551 nm and FWHM = 88 nm to 

remove from consideration any irradiance beyond the visual spectrum. Parameter b, used in 

generating this Gaussian, is computed from FWHM by:

b = 4 ln 2
FW HM2 (2)

We compute the irradiance over the visual spectrum of 400 to 700 nm as:

∑
i = 1

nw‐1
0.5 * mif wi + mi+1f wi+1 * wi+1 − wi (3)

Where:

wi = wavelength i for 1 <= I <= nw

mi = spectrometer measurement for wavelength i

mi f(wi) = weighted spectrometer measurement for wavelength i

Radiant flux through the pupil:

Next, we computed the radiant flux through the human pupil from the simulated star.

The radiant intensity of a point light source, which we denote as L, is the radiant flux 

emitted per unit of solid angle along a cone of transmission from the source, here measured 

in microwatts per steradian. This quantity is dependent only on the light source, not on any 

receiving object. We therefore express L in terms of the spectrometer measurement ES, and 

then use L to calculate φH, the radiant flux entering the human pupil.

ΩS is the solid angle (in steradians) from the simulated star to the receiving area of the 

spectrometer.

ΩH is the solid angle from the simulated star to the human pupil.

φS is the radiant flux (in microwatts) from the simulated star that enters the receiving area of 

the spectrometer.

φH is the radiant flux (in microwatts) from the simulated star that enters the human pupil.

AS is the surface area (in square centimeters) of the receiving area of the spectrometer.

Alexander et al. Page 7

Eur J Neurosci. Author manuscript; available in PMC 2022 August 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



AH is the surface area (in square centimeters) of the human pupil, which is πrH
2, where rH is 

the human pupil radius.

dS is the distance (in centimeters) from the simulated star to the receiving area of the 

spectrometer.

dH is the distance (in centimeters) from the simulated star to the human pupil.

ES is the irradiance (in microwatts per square centimeter) of light from the simulated star on 

the receiving area of the spectrometer.

Before deriving an expression for φH in terms of ES, we need to derive a simple expression 

relating surface area to solid angle. The surface area of a sphere of radius r is 4πr2. The solid 

angle circumscribed by a complete sphere is 4π. Letting A be the surface area of the part of 

a sphere with radius r cut off by a cone with solid angle Ω,

A = 4πr2 Ω/4π steradians = Ωr2 . (4)

By definition, L = φS / ΩS, the radiant flux emitted per unit of solid angle, and φS = ES AS, 

the irradiance multiplied by the surface area. Therefore, L = ES(AS/ ΩS).

From equation (4), AS= ΩSdS
2, since dS is the radius of the sphere centered at the simulated 

star and including the receiving area of the spectrometer’s bare fiber. Thus, L = ES dS
2, 

expressing L in terms of the spectrometer measurement ES.

We now express φH, the radiant flux entering the human pupil, in terms of L. φH = L ΩH 

by the definition of L. From equation (4), the solid angle from the simulated star to the 

human pupil ΩH = AH / dH
2. Therefore φH = L AH / dH

2 = ES AH (dS
2 / dH

2). Since AH = 

π rH
2, we get the result φH = (dS/dH)2 ES π rH

2 (the first equation in the main text of the 

manuscript). Since filters were added for the experiments with human participants, but not 

for the spectrometer measurements, the resulting radiant flux value φH is multiplied by the 

factor 100.1 * filter.

Procedure

Participants dark-adapted their vision by sitting in a completely dark room for 20 minutes. 

We then calibrated the eye tracker and began the experimental sequence. Participants fixated 

a target (a 0.2° black circle within a 0.4° gray circle) that was displayed on different 

positions on the monitor and made a yes/no judgment (via button-presses) about the 

presence of a central simulated star (after foveating the fixation target). The fixation target 

was presented pseudorandomly across the display, such that it never appeared within 0.5° of 

the center of the display or within five degrees of the previous fixation target location. The 

angle around the center of the display and the distance from the center were approximately 

uniformly distributed, over 0°– 360° and over 0.5°–20.5°, respectively. If a selected location 

was outside the display’s vertical range (15° from center for Experiment 1 and 20.25° from 

center for Experiment 2), a new location was selected. The simulated star was present on the 
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display 50% of the time, and always appeared in the center of the display so that participants 

could easily locate its position (using the always-visible edges of the monitor as a reference).

To ensure that participants’ responses were driven by detection of the star, rather than 

by transients caused by the star’s appearance or disappearance, we updated the computer 

display to display or remove the star while the participants shifted their gaze towards each 

subsequent fixation target location. Because humans are typically unaware of visual changes 

that occur during saccades (Bridgeman & Macknik, 1995; Macknik, Fisher, & Bridgeman, 

1991), this procedure minimized the possibility that participants would notice (or respond 

to) transients caused by changes in the display (see (Alexander, Schmidt, & Zelinsky, 2014; 

Grimes, 1996) for similar approaches). We also conducted a pilot version of the present 

experiment, which updated the screen during the subjects’ instructed blinking (rather than 

during a detected saccade). The results from the pilot study were similar to those reported 

here.

At each fixation target location, participants indicated whether the star was present or absent 

by pressing the right vs. left trigger buttons of a Gamepad controller. Trials were aborted 

(trial failure) if participants did not look at the fixation target within 1.5° of the fixation 

target’s center within 3 seconds of its appearance on the display, if they failed to respond 

within 3 seconds of fixating the target, or if they looked more than 1.5° away from the 

fixation target for more than 0.5 seconds before providing a response. In such cases, a 

new fixation target was presented, and a “time-out” error was recorded. See Figure 2 for 

a schematic representation of the procedure. Trials were presented in 2-minute blocks and 

participants manually initiated the next block of trials at the end of each block. Experiment 

1 was conducted in a single session and included 10 experimental blocks, amounting to 27.5 

minutes total (652.4±43.6 trials per subject). Experiment 2 was conducted in two sessions, 

each including 10 experimental blocks (1158.1±67.8 trials per subject).

Data Analysis

To examine the patterns of detection performance as a function of gaze direction and 

distance from the star, we created heatmaps representing the accuracy at each fixation 

location across participants. These heatmaps only included trials where participants gazed 

at the fixation target and subsequently provided a yes/no response. Individual heatmaps 

were created from the button-press responses (coded as zero for incorrect responses and 

1 for correct responses) that each participant produced. Each pixel of the heatmap was 

given a value between 0 and 1, calculated from an inverse distance weighted average of 

responses for the nearest 20 fixation targets to that pixel (assigning linearly decreasing 

weights with increasing ordinal rank distance). Thus, button-press responses produced while 

gazing nearer to a pixel on the heatmap were given a higher weight than button-press 

responses made while gazing farther away. Each pixel on the heatmap therefore represents 

performance accuracy near that region of the display. Average heatmaps were created by 

averaging the values of each corresponding pixel location across the heatmaps of individual 

participants. We used Wilcoxon signed rank tests for all statistical comparisons, except 

where otherwise noted. To minimize the likelihood of type II error, we assumed statistical 

significance only for values of p < .05.

Alexander et al. Page 9

Eur J Neurosci. Author manuscript; available in PMC 2022 August 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Results

Experiment 1

Human participants made eye movements to a series of fixation targets after dark-adapting 

for 20 minutes. At each fixation location, subjects made a yes/no judgment about whether a 

simulated central star was displayed on the center of a computer screen subtending 20.5° (h) 

× 15° (v). This simulated star had an apparent magnitude of 3.3 (an equivalent brightness to 

Megrez, the dimmest star in the Big Dipper).

Detection accuracy was lowest from fixation locations within 1° of the star and highest 

from fixation locations ~8° from the star. For fixation locations nearest to the star, detection 

accuracy was reduced to chance levels (z=0.94, p=.3476). This was an expected finding, 

given that the center of the human retina is devoid of rods (Curcio, Sloan, Kalina, & 

Hendrickson, 1990; Osterberg, 1935), but nevertheless valuable in that it demonstrated that 

the simulated star was dim enough to be detectable only through averted vision (and not 

when foveated) under scotopic conditions. These data further supported the ecological 

validity of the visual stimulation parameters chosen to display the simulated star, as 

dark adaptation combined with the presence of a small, faint visual object results in the 

conditions where averted vision is perceptually advantageous.

Importantly, if solely determined by rod-cone distribution, performance should have peaked 

at an eccentricity of ~20°–25°. Contrary to this prediction, we found that maximum 

detection accuracy was first achieved at ~8° from the star (Figure 3). Performance in the 

8°–14° range was significantly higher than 84.7% (i.e. the average accuracy across all 

distances), z=8.37, p=5*10−17, and decreased at greater eccentricities. Performance in the 

19.5°–20.5° range was significantly lower than in the 8°–14° range (W=−60, p=.0161), but 

did not significantly differ from the average accuracy across all distances, z=0.49, p=0.6218. 

See Supplemental Figure 1A for individual participant results.

Naive (Supplemental Figure 1B) and non-naive (Supplemental Figure 1C) participants 

displayed comparable performance patterns: both participant groups performed at chance 

within 1° of the star stimulus, reached peak performance in the 8°–14° range, and showed 

decreased performance at eccentricities greater than 14°.

The accuracy heatmap (Figure 4) showed that maximum performance in the 8°–14° range 

extended in all directions around the compass, without revealing any particularly ineffective 

areas in the visual field for averted vision—aside from the regions of minimal sensitivity 

near the center of the display, and at the furthest (horizontal) eccentricities. Likewise, there 

were no particularly effective areas in the visual field outside of the above mentioned 8°–14° 

eccentricity range. Star locations estimated as falling on either optic disc did not result in 

reduced performance when compared to other equidistant locations. This was anticipated 

because participants performed the task binocularly.

Experiment 2

Experiment 1 showed that maximum performance occurred nearer the star stimulus than 

predicted by rod-cone distribution alone (i.e. as close as ~8°, rather than at 20°–25°), but 
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it did not establish whether accuracy reached a plateau at ~15°, or decreased even more at 

further eccentricities.

Thus, Experiment 2 extended the eccentricities tested from 20.5° to 32.5° in the horizontal 

range, and from 15° to 20.25° in the vertical range. We also displayed a dimmer star 

to ascertain if the 8°–14° peak in performance was idiosyncratic to the specific stimulus 

presented in Experiment 1, or robust to a variety of perceived brightness values of the 

star stimulus. This new simulated star had an apparent magnitude of 3.5 (an equivalent 

brightness to Tau Ceti).

Consistent with the results from Experiment 1, we found chance levels of performance 

(43.0±4%) at eccentricities in close distance to the simulated star (0.5°–1°)—z=−1.59, 

p=.1123—see Figure 5. Also in line with Experiment 1, we observed a steep rise in accuracy 

as eccentricity increased beyond the fovea, in addition to peak performance as close as 

~8° from the star, despite having used stars with different brightness values in the two 

experiments. Once more, performance in the 8°–14° range was significantly higher than 

the average accuracy across all distances (74.6% average), z=10.8, p<0.0001. Performance 

in the 19.5°–20.5° range was again significantly lower than in the 8°–14° range, W=−105, 

p=.00012).

Beyond 15°, performance declined as a function of eccentricity, nearing chance levels at 

the farthest eccentricities tested. Thus, at eccentricities of 31.5°–32.5°, accuracy was close 

(i.e. statistically equivalent) to chance at 58.2±4% (z=1.99, p=.0471). In sum, Experiment 

2’s results provided additional evidence that averted vision performance peaks at ~8°–14°, 

followed by a steady decrease in performance with increasing eccentricities, approaching 

chance levels around ~30°. See Supplemental Figure 2A for individual participant results.

As in Experiment 1, performance was similar across naive (Supplemental Figure 2A), and 

non-naive participants (Supplemental Figure 2B).

Discussion

Averted vision is a viewing technique which entails looking away from an object in order 

to improve its visibility and detection. Though first described more than 2,000 years ago, 

instruction in averted vision has endured in modern military scenarios (Dyer & Mittelman, 

1998; Liljencrantz, Swanson, & Carson, 1942; Military Intelligence Service, 1943; 

Rostenberg, 1944; Spicer, 2016; Sutherland, 2010) and remains relevant in contemporary 

astronomy, even when using a telescope (i.e. so as to place a faint celestial object on a 

more sensitive part of the observer’s retina, within the telescope’s field of view (Azevedo & 

Mann, 2016, p. 588; Coe, 2016; Cudnik, 2012)). Despite the long-documented history and 

running use of this method, no previous research has systematically assessed gaze location 

during averted vision to establish the pattern of viewing that best facilitates perception. Here, 

we set out to establish such a pattern via high-resolution eye-tracking and the presentation 

of simulated stars of comparable parameters to those of stars that are typically viewed via 

averted vision in the night sky, under dark adaptation conditions.
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Tests of dark-adapted sensitivity have reported peak sensitivities up to the 20°–30° range 

(Crozier & Holway, 1939; Jackson & Owsley, 2000; Pulos, 1989; Riopelle & Bevan, 1953; 

Scholtes & Bouman, 1977; Sloan, 1947; Ten Doesschate, 1949). This prior work required 

participants to foveate locations at different eccentricities, but gaze was not monitored. 

It is therefore possible that participants unintentionally made small saccades towards the 

stimuli they were meant to discriminate, or allowed their gaze to drift in that direction, 

causing peak performance eccentricities to be overestimated. It follows that unexplained 

discrepancies in sensitivity across studies might be at least partly due to differences in 

participants’ compliance. In contrast, our use of eye-tracking allowed for the measurement 

and enforcement of participants’ gaze position in the present experiments.

Optimal eccentricity for perception during averted vision

If improved perception during averted vision results from light falling on retinal areas 

where rod density is highest, then detection should be optimized at ~ 20°–25° from the 

star—the known peak of the rod density distribution in human vision (Curcio et al., 1990; 

Osterberg, 1935). However, the pattern could be more complex than a linear improvement in 

performance as gaze approaches an eccentricity of 20°. Indeed, different sources recommend 

viewing faint stellar phenomena at wide-ranging distances so as to maximize detection, 

from near central vision to as far in the periphery as 30°, with the strongest claims 

made for eccentricities in the 20° range. Among these distances are 2° (Barrett, 1977), 

8°–16° (Azevedo & Mann, 2016; Mobberley, 2009, p. 198; Riopelle & Chow, 1953), and 

15°–20° from the fovea (Astronomical Society of the Pacific, 2008; Miller & Tredici, 

1992). In addition, various tests of dark-adapted vision have reported peak sensitivities in 

eccentricities ranging from 8° to 30° (Crozier & Holway, 1939; Pulos, 1989; Riopelle & 

Bevan, 1953; Scholtes & Bouman, 1977; Sloan, 1947; Ten Doesschate, 1949). Most of these 

distances cannot be explained by rod-cone distribution alone.

Some researchers proposed that the shape of the scotopic sensitivity curve could be partly 

driven by differences in rod coupling and convergence with bipolar and ganglion cells at 

different eccentricities (Crozier & Holway, 1939). However, later counts of the number of 

rods converging with ganglion cells found peaks of convergence around 20–25° (i.e. in the 

same eccentricity range as the peak of the rod-cone distribution) (Goodchild, Ghosh, & 

Martin, 1996; Riopelle & Chow, 1953). Thus, whether the sensitivity curve is driven by rod 

density and/or by convergence with ganglion cells, one would expect peak performance to 

occur in the 20–25° range.

More recent work has examined neuronal densities in the downstream retinal circuit for rod 

photoreceptors. In one study (Lee et al., 2019), rod bipolar cell density peaked at 7°–15°, 

and All-amacrine cell density did so at 2°–7°. These two densities combined could support 

peak averted vision performance in the 2°–15° range.

Contrary to most predictions and prior findings (but see (Jackson & Owsley, 2000; Riopelle 

& Chow, 1953; Scholtes & Bouman, 1977)), peak star detection did not take place in 

the 20–25° range in the present experiments, but instead occurred much closer to the 

star, at ~8°–14° (Figure 6). Thus, our results indicate that rod density is not the primary 

factor determining heightened performance in averted vision. Incidentally, the 8°–14° range 
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corresponding to peak performance in the present experiments coincides with the 8°–16° 

range reported by a few astronomers using averted vision in the field (Azevedo & Mann, 

2016; Mobberley, 2009, p. 198).

We moreover note that, though some prior research suggested the possible presence of 

substantial individual differences in the direction and/or foveal distance of peak performance 

during averted vision (Mobberley, 2009; Ten Doesschate, 1949), we found that the pattern of 

detection performance held across participants, both individually and as a group, with little 

evidence of idiosyncratic variation as to the viewing distances resulting in the most accurate 

performance. Likewise, the two different star brightness values that we tested (in Experiment 

1 and Experiment 2) had a negligible effect on the results observed.

Peak performance versus peak rod density

The explanation for why an eccentricity of ~8°–14° might result in peak detection 

performance during averted vision may reside in a combination of anatomical and 

physiological factors: though rod density increases with distance from the fovea (Wells-Gray 

et al., 2016), rod cells also increase in size linearly with eccentricity (Curcio, Millican, 

Allen, & Kalina, 1993). Larger photoreceptors have larger receptive field sizes (Snyder, 

1975), and therefore lower spatial resolution. It follows that visual discrimination in scotopic 

conditions might be determined by the combination of rod density and receptive field size 

at any given eccentricity. Previous research also indicates that the optimal eccentricity for 

visual performance depends on the specific stimuli used, with higher detectability of larger 

stimuli at larger eccentricities than those of small stimuli (Scholtes & Bouman, 1977). Thus, 

eccentricities in the 8°–14° range may provide an optimal balance between rod density and 

rod size when star-gazing for small phenomena in dim light, despite departing from the 

20°–25° range predicted by the prevalent claim that rod density alone is responsible the 

benefits of averted vision.

As previously stated, peak densities of neurons in the downstream circuit for rod 

photoreceptors moreover occur closer to the fovea than the peak rod density (2°–7° for 

All-amacrine cells and 7°–15° for rod bipolar cells (Lee et al., 2019). Thus, the density 

of these downstream neurons, rather than that of rods themselves, could help explain our 

findings.

Additionally, eccentricities closer to the fovea may draw greater benefits from perceptual 

training than more distant eccentricities, given that we usually look directly at the visual 

features we want to discriminate. Even when viewing larger objects or patterns, in which 

features of interest extend into the parafovea or further eccentric distances, relevant 

information does not commonly extend into the 20°–25° range. Thus, discrimination of 

relevant features takes place primarily in our central vision. Because improvements in 

the detection or discrimination of visual stimuli are usually limited to a particular retinal 

location (Ball & Sekular, 1987; Fahle, 2005) or even to the eye that is trained (Karni & 

Sagi, 1991), it could be that perceptual learning is more helpful at closer than at farther 

eccentricities—potentially improving performance in the 8°–14° range more than in the 

20°–25° range.
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Finally, it is worth noting that, though the present study displayed a single isolated star on 

a black background, there are additional reasons why eccentricities in the 20°–25° range are 

likely linked to worse detection of celestial objects in the field, compared to eccentricities in 

the 8°–14° range. Namely, the smaller receptive fields associated to the closer eccentricities 

are less liable to capture light from multiple celestial objects in the night sky. In contrast, 

larger receptive fields may average light from different sources, and in turn make double 

stars appear as single stars, faint stars less detectable when near bright objects, or distant 

galaxies washed out by the light from a single bright star.

Conclusions

Averted vision is a time-tested and valued means of improving one’s perceptual performance 

in scotopic (i.e. night vision) conditions. Here we show that rod photoreceptor density, 

which is habitually invoked to explain enhanced detection during averted vision, does 

not fully account for heightened performance during stargazing. The current findings 

thus resolve a longstanding dispute, while providing the first perceptual and oculomotor 

assessment of an age-old facet of human visual experience. In addition, our results expand 

current understanding of visual discrimination outside the fovea, and may help elucidate 

the role of extrafoveal vision, not only in the healthy visual system, but also in ophthalmic 

conditions entailing night blindness (such as in retinitis pigmentosa) or the irreversible loss 

of central vision (such as in age-related macular degeneration).

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
The values and functions involved in the calculation of the pixel brightness used to simulate 

a star of a given apparent magnitude (or conversely, the values and functions involved in the 

calculation of the apparent magnitude of a given pixel). The calculations described in the 

Methods section were conducted to achieve equivalence between the three values denoted by 

the blue boxes in this figure.
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Figure 2. 
Experimental design. Each block was participant-initiated. Participants were required to 

foveate the fixation target before making a yes/no response. Trials aborted if participants 

looked away from the fixation target before providing a response, if they failed to respond 

within 3 seconds of fixating the target, or if they did not look at the fixation target within 3 

seconds of its appearance on the display.
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Figure 3. 
Participants reached peak detection accuracy at lower eccentricities than predicted based on 

rod-cone distribution. Accuracy was characterized by chance levels of performance at the 

fovea, followed by a steep increase in performance peaking at ~8°, with a slow decline at 

eccentricities greater than 14°. Shading indicates SE. The dashed horizontal line indicates 

chance. N=12 participants.
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Figure 4. 
Accuracy heatmap. Detection performance is indicated as a function of gaze distance from 

the star. Detection accuracy was at chance levels in the star’s immediate vicinity and 

increased steeply with distance in all directions. Accuracy started to decrease once again 

after ~14° of eccentricity (tested in Experiment 1 along the horizontal axis only). Star 

locations estimated as falling on the optic discs of either eye (dashed circles) did not result in 

lower performance than in other equidistant locations. N=12 participants.
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Figure 5. 
(a) Detection accuracy in a greater range of horizontal and vertical eccentricities, and 

with a dimmer star. Consistent with Experiment 1’s results, accuracy was characterized by 

chance levels of performance at the fovea, followed by a steep increase in performance 

peaking at ~8°. Around 15°, performance began to decline, further decreasing at distances 

past 20.5°, which Experiment 2 tested for the first time. Chance levels of performance, 

indicated by the dashed horizontal line, were approached at ~30°. Shading indicates SE. 

(b) The accuracy heatmap from the data in (a) further illustrates chance performance 

at the fovea, followed by peak accuracy at ~8°, and decreased performance after ~15°. 

The larger range of eccentricities tested in Experiment 2 showcases that the decrease in 

accuracy with eccentricity occurs not only in the horizontal, but also along the vertical axis, 

especially when foveating the upper part of the display. The black dashed circles indicate 

the optic discs of either eye, and the gray dashed shape designates the more limited range 

of Experiment 1’s display. We note that performance within this region should be similar, 

but not necessarily identical to that in Experiment 1, given that the star stimuli had different 

brightness values in the two experiments. N = 14 participants.
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Figure 6. 
Detection accuracy from Experiment 1 (gray line; N = 12) and Experiment 2 (black line; 

N = 14) plotted together for comparison. Peak performance for both experiments occurred 

in the 8°–14° range. The red-dashed curve represents the known rod density in humans 

(data from (Wells-Gray, Choi, Bries, & Doble, 2016)), which does not resemble the pattern 

of results obtained from either experiment in the current study. We note that, though the 

plotted rod density data has been averaged across the nasal and temporal directions, peak rod 

density is also found at 20°–25° in either direction before averaging. Shading on the black 

and gray lines indicates SE.
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